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ABSTRACrl’
Cassini is a NASA/JI’1.  spacecraft that is planned to be
launched in 1997 for a 10.7 year mission to the planet
Saturn. l’his paper focuses ‘on one subsystem on the
spacecraft, the Command and Data Subsystem (CI)S).
The paper will present overviews of the Cassini and
CDS avionics and then describe, the fault protection
architecture for the subsystem. ‘1’his description will
cover fault detections, error filtering, event activation
rules, and response triggering for the following key
subsystem items:
1 Command and l)ata  Electronics Assemblies

(CDRAS)
2 1S5311  Bus (CDS bus) and Remote Terminal

Communication ]uterface Units (I?T ClUs)
3 Remote Engineering Units (l< ItUs)
4 Solid State Recorders (SS1{s)

lN’I’RODLJC’1’ION
In  order  to  put  the  Cassini  CDS faull  pro~cc[ion
architcclurc and design into pcrspcctivc,  the following two
sections will dcscribc  (hc spacecraft and CDS avionics
architectures [1].

CASSIN1  SPACECRAFT
The Cassini spacecraft is approximately 4 by 6.6 mclcrs in
size, 5,655 kilograms in mass, opcralcs  on bctwccn 650
and 825 watts of power, and contains twelve cnginccring
and twelve scicncc instrument subsystems.
Cassjni Spacecraft Avionics Architecture
The spacecraft’s avionics architc.c[urc is shown in Figure 1.
This viewpoint caph)rcs  end-to-end uplink  command
rcccption  through downlink tclcmctry  transmission.
Ground operations arc ,not inclu(tcd in the figure.
Of the twelve cnginccring  subsystems, the six that arc
avionics oriented and their principal scrviccs  arc as
follows:
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Radio Frequency Subsys[cm  (RFS) - up]ink  command
rcccption  and downiink  tclcmctry transmission,
C o m m a n d  a n d  Dala Subsys[cm  (CDS) - uplink
command processing, spacccraf(  intcrcommunica[  ion,
and dowrdink  (clcnlc~ry collection and packctization,
Atlihrdc  and Articulation Conlrol Subsyslcm (AACS)  -
atlimdc  determination, allituclc control, thrust vector
control, and main engine control,
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Figure 1 Cassini l~unctional  Block Diagram

Propulsion Module Subsystcm  (PMS) - propellant
tanks, thrusters, and main engines for spacecraft
rnancuvcrs  (controlled by AACS),
P(~wcr  and Pyro[cchnics  Subsystcm  (PI’S) - power
supply, conditioning, a n d  conlrol along with
pyrotechnic firing circuitry, and
PI obc Support Avionics (PSA) - probe chcckou[  during
cruise and data rc.lum during the probe’s cncountcr with
the Sahrm moon Titan.

la csscncc, the RFS, CDS, and AACS arc completely dual
rcdrmdarw l“hc KFS operates with only onc unit powered.
‘fhc CDS and AACS must operate with either onc unit
powered and onc unil cold-spared or both uni[s  powered.
“rhc I’PS and PMS both have redundant communication
inlcrfaccs, but each also contains nonrcdundant clcmcnls.
This non-redundancy is shown by gray shading in Figure 1
and by dashed lines in }~igurc  2.

The remaining six cnginccring  subsystems arc cabling,
s[ruclurcs,  nlechallical dcviccs, antennas, lhcrmal conlrol,
and c.lcclronic  packaging.
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‘1’11};  COMMAND ANI) I)ATA SUBSYSTEM
T’hc CDS is lhc hub of communications (1) for the
subsystems on the spacecraft and (2) bctwccn  lhcsc
subsyskms  and the ground. In this role, the CDS provides
a SC( of scrviccs 10 both the subsystems and the ground.

CIX Services
The nine scrviccs  thal CDS furnishes along with shorl
descriptions of each arc as follows:
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Uplink Command Decoding - the ability to process
commands and thereby control the spacccr’afl  from the
ground.
Sequencing - the ability to store scqucnccs  of
commands from [hc ground for lalcr execution in order
to orchestrate sets of activities. l’hrcc  of these
scqucnccs  arc designated as critical (launch, Saturn
Orbit ]nscrtion  (S01), and probe data relay) where
completing lhc, event is more crucial than lhc safely of
the SpaCCCrafl  iL$clf.
Time-keeping - the ability to maill[ain  a unique.
spacecraft t i mc in order 10 coordinate spacecraft
activities and synchroniy.c  scicncc  and cnginccring
Subsyslcms.
Downlink tclcmctry  - the ability to provide visibility
inlo cnginccring subsystcm performance and scicncc
subsystcm  data.
Bulk data handling - the ability to buffer on-board data
when the da[a collection rate cxcccds  the downlink
tclcmctry  rate.
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S]lacccrafl  i[ltcrcolllllltlrlicalions  - .lhc capability to
comrnunicalc  w i th  t he  cnginccrmg  a n d  scicncc
subsystems on-board the spacccmft.
Conlrol scrvicc.s  - the capability to monitor and control
oil-board tcmpcrahrrcs.
Systcm Fault l’rotcclion (SFP)  - the capability to hos(
algorithms (monitors and responses) to respond to non-
CDS spacecraft level faults.
CDS Faull Prolc.clion (CFP) - the capability to detect
and respond to faulL$ that affccl the above eight scrviccs
C1lS provides.

All these scrviccs  arc vital to lhc operation of the
space.craft during all mission phases.
CI)S Architecture
T’hc (iual  rcdundan[  archi[ccturc  of the CDS is shown in
Figul c 2. There arc four primary regions associated with
the CDs:
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Onc pair of Command and Data Electronics Assemblies
((:DEAs),
Onc pair of MII.-S’1”D-I553B  buses (CDS buses)
corrncctcd  to  [wcn[y-cigh[ Rcmolc T e r m i n a l
Communication ]ntcrfacc Units (RTCIUS),
Ikmr pairs of RcInotc  Engineering Units (REUS),  and
Onc pair of Solid StaLc Rccordcrs (SSRS),

The CDEAS arc rcfcrrcd to as the central items and lhc
Bus/t< TCIUs, RELJs, and SSRS as lhc peripheral items.
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Each central CDEA contains a set of components lhal arc
Iistcfi and cicscribcd  below::
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An cnginccring ftighl computer with 512K of Random
Access Memory (RAM) and 8K of Programmable Read
Only Memory (PROM) for supporting CI)S scrviccs
and redundancy nlanagcmcnt,
A hardware command dccodcr for uplink command
rccciXion  from the RFS,
A Reed Solomon downlink  unit to cncodc tclcmclry for
the Iws,
A timing unit for spacecraft time maintcnanc.c and
synchronization signal generation,
An SSR intcrfacc unil to comrnanci,  rccc)rd to, playback
from, and sta[us the SSRS,
A Bus Conlrollcr  (BC) LO manage 155311 bus aclivilics
(only onc CDEA BC is aclivc at a time),
A 1553B Rcrnolc Terminal Communication lntcrfacc
Unil (RTCIU) so lhc BC can communicate wilh lhc
redundant CDEA, and
A I~aulL IJctcction Unit (I:DU) with a special intcrfacc
[o the redundant CDEA LO help mana~c both CDEA
and SSR redundancy.

Each CDS pcriphcml itcm is listcfi and {icscribcd  bciow:
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The  1553B bus and RTCIUS provide for inlcr-
communicalions  hctwccn a BC and tile twenty-cigi~t
rcrnolc  tcrminais  (RTs)  on lhc si~acccraft. The front-
cnd inlcrfacc to ti]csc R’i’s is calicd an RTCIU.
The REUS arc used primarily to colicc[  cnginccring
mcasurcmcnls  (tcmpcrahrrcs,  pressures, voltages,
currents, and digilal  statuses) from around the
spacecraft. In aci(iilion (o these slan(i:ird  functions, tile
CDS REU is used to convey launcil vchiclc commands
and sci)aration  indicators to the CDS, an(i ti~c PI’S R13U
is used to convey commands from ti)c CDS 10 the PPS.
The SSRS cacil contain 128 mcgawor(is  (16 bit words)
of Dynamic Random Access M&nory (DRAM) an(i arc
cross-srrappccl 10 both CDEAS.  (see Flgurcs 1 and 2).

The CDS dual rcdundan~  configuration provides for single
fault tolcrancc.  To srrpporl this, Lhc CDS intcrnai fault
prolcclion (CIFP) musl dctccl and respond 10 all single
faults that can render any onc unit of any of its redundant
pairs inoperable. The CIFP accomplishes ti~is using
hardware and soflwarc fault detection mccilanisms.
At the ccntcr of lhc CDS arc the CDEAs. Only onc CDFIA
can bc prime at any onc lime bccausc only the prirnc unit
COnLrOIS access 10 the SSRS and lhc 15531] bus. Tile olhcr
CDEA is backup (it can access tile SSR not being oscxi by
lhc prime CDEA but its 155311 BC is inhibited). Fault
protection and redundancy management for the CDEAS  arc
accomplished using the inlcrfacc signals passing bctwc.cn
the CDEA FDUS coupled with both PROM and RAM code
residing in the CDEA.

CIJS INIXRNAI.  IrAUl:l  I’RO”IRCTION
On Cassini, CDS inlcrnal  fault protection (CIIT)  refers to
those flight and ground based har(iwarc, software, and
procedural clcmcnts  lhal avoid, cictccL, and rcsi>ond to
pcrccivcd spacecraft faults. IL i~as denotations of fauit
intolerance and fauit Lolcrancc [2]. In tile former, the goai
is to prevent or minimize lhc imbability  of failure lilrougil

the usc of conscrvalivc  design pracliccs, CIC. ]n the, Iallcr,
ti]c goal is to mdiify the effects of failure, e.g. tilrougi~ the
usc of redundancy. Consequently, lhc primary purpose of
fault proox[ion  is LO provide a i~ighly avaiiablc  spacecraft
cspcc i all y for iaunch, Samrn Orbit Inscrlion (S01), and the
Probe data relay critical sc.qucnccs.  This goal is supporlcd
by both lhc on-boar(i, autonomous syslcrns lhat ensure
spacecraft systcm integrity in the prcscncc  of anomalous
conditions an(i by the. ground nonautonomous  operations
when tirnc and circumstances permit. A secondary
objcclivc of fault protection is to supporl  a highly reliable
spacecraft that will survive lhc entire 10.7 year mission.
However, this goal must bc rnct entirely by caci~ individual
piccc of cqrripmcnt  on the spacecraft regardless of the dual
rcdrmdant  archilccturc. and fault prokction  actions.

CIFI’ Requirements
The fundamental requirement on CIFP is onc of Single
Fauit Toicrancc  (SFT).  in olhcr words, no crcdiblc Single
Poin[  Failure (SPF’)  siMll prevent auainmcnl  of the primary
mission objcclivcs or result in a scvcrcly degraded mission.
in conjunction wilh lilis rcquircmcnt  is a limitation [hat
fault protection si~ali bc cicsigncd  assuming only onc fault
OCCUIS at a time. This rncans (hat a subsequent fault wiii
OCCUI no Car] icr than the on-board response lime for lhc
original faull, and that multiple fault dclcclions  occurring
within the rcsimnsc  time of lilt originai  fauil arc symptoms
of lhc originai  fault 13].
T’hc rule by which faults arc assigned to cilhcr  the
spacecraft for autonomous handling or dclcgatcd to ground
operations for the.ir intervention is that if a fault can bc
han(iicd  by tile ground,  ti~cn do not provide for it on-board.
Conscqucntiy,  tile set of fauks that must bc dctcclcd and
rcsporrdcd  to on-boar(i arc those fauits that wiii disrui)t the
mission objcc.tivcs or that wiil dcgradcxi  the mission an(i
can [lot bc handic(i  witilin onc monlh by tile groun(i  [3].
CIl~l’  Approach
The approach to Cl i:l’ c.rror handiing is based around two
concepts:

1 I )csignation
2 Classification

Eaci) error associated with the CDS is assigned a
dcsi~,nalion li~at specifics the CDS scrvicc or scrviccs the
error affccls. The error classification specifics the location
and criticality of an error. The two prirnc categories of
error classification arc nonintcrfcring and interfering. This
lCVCI of classification is based on whether or not the error
intcrfcrcs  wi(i~ a CDS scrvicc.
The. second tier of classification is different for
nonintcrfcring an(i f o r  i n t e r f e r i n g  e r r o r s . l’hc
nonilltcrfcring  errors arc classified as either being rncssagc
only, which means 10 log the error and conlinuc, or aclion,
which requires some nonintcrfcring  response must Llkc
place in addition to logging the error. Under lilt
inlcl fcring category, ti)c two sub-classifications arc
tcmi)orary and J~cmllancnt. Some of the peripheral errors,
especially, can bc temporary in nature. Once ttlcy arc
resolved, tile affcctcd  CDS scrviccs  can bc rcslorcd.
Ilowcvcr,  the class of errors that is permanent in nalurc
must bc resolved by rcdun~iancy management, i.e. by
swilc.hing to lhc rcdundanl unil of a pair and/or configuring
and operating ti~c simc.ccraft in a safe manner (safing).
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In addilion, bcc.ausc of the. nature of the. CI)S architecture,
errors arc also classified as being cilhcr  ccnlral, affecting
the CDEA, or peripheral, affccling  the SSRS, RF,lJs, or
CIJS Bus/Rl’CILJ. ‘1’hc full s[ructorc  of the Cassini CDS
error classification schcmc is as follows:

Noninlcrfcring
Message only

Central
Peripheral

Ac(ion
Central
Peripheral;

Interfering
Temporary

Central
Peripheral

l’crmancnl
Ccnlral
Peripheral

CIFI’ Architecture
‘Ilc archilcctrrrc  of the. CIFP  is based around four
proccsscs:

1  I:alllt (lclKliorl  lo])rmlllcccrrors
2 Error filtering [oprodocccvcnls
3  I;vcnlaclivatio nrulcsl oproducctriggers
4  l'riggcr  rcsl)orlscs  loisol:ltc  andrccovcr  frorllfaulK

In other words, the CIFP process begins with a distributed
detection (termed cxcccdcncc  testing) of conditions
rcsul(ing from faul[s  toproducccrrors that arcrecordcd  in
an Crror Store. ]f lhc Crrors in this store pass pcrsislcncc
limils, an event is gcncratcd  an(i rccor(icd in an event store.
I’hc events arc actc(i upon by activation ruics  in
conjunction with [he current CDS state 10 produce faull
rc.sponsc triggers. I’riggers arcrczor(icd  in a triggcrslorc.,
prioritized, and iniliatc  both primitive and scripted
responses to isolate and rczovcrfrorn  fauits. This process
isillustratcd  procccdingfrorn  icfltoright in Figorc3.

Karrlt l)eteclion  -- ~’hc cxisccncc of fauils is nptcd b y
cilhcr
1 Thcprcscncc ofananomaiyor
2 I’hcabscncc  of function.

l"i~cl~rcscr~cc ofi\l~ar~orl~aly isnotcd  tl~rougt~ four typcsof
detectors:

1  Rinary Valrrc = O or 1
2 Compare Vaiuc = Mask
3  ‘1’hrcshoid V:ilrrc < I.imit
4  Range l~imit 1> Vaiuc z l.irnit 2
The abscncc of funclioo is noted through syndromes for ail
nine CDS scrviccs. Syndromes arc indicators of periodic
actions that arc rcquircxi to take place in the ilight software
in order to provi(ic a service. I’hc cxistcncc of an anomaiy
or the abscncc of function is rcgislcrc(i  in a dctectc(i  error
store (Error 11), ‘1’imc,  Ihla).

ltrror  k’iltcring - iivcn though the occurrence of an
individual error may result in an autonomous response, Lhc
goal is to provi(ie  some insensitivity to transient errors
through pcrsis[cnce  checking. Consequently, error
dctcclions  arc chcckc(i  pcriodicajly  [o accomulatc  their

j>crsistcnccs.  If the occurrences arc contiguous and C,XCC~
1 ’a rmi 1, an cvcnl is gcncratc4i.  This event is then registered
in an event store (~’irnc Tag, Event ID, Device ID, Data)
an(i 1~.lc.metered tc) the groon(i.
Event Activation Rules - Once an cvcnl is rcgislcrcd,
activation rrrlcs arc applied to dctcrminc an appropriate
response. Activation rrrlcs  arc Boolean expressions
appl icd to cvcnls, the. condition or state of Lhc spacecraft,
and ttlc class (vitalness) of the unil, The decision reached
is cal lcd a response trigger and is registered in a trigger
s(orc  (1’imc Tag, Response ID).
‘lrig~er Responm -- If onc or more responses have been
triggered, they arc prioritized and executed in a semi
rminlcrrrrptahlc way. This process is illrrstratcd in Figure 4
(see [4] for s[atcchar[  conventions). The key features of
this j~roccss  arc (1) that the CDEA DFAR has highest
priori[y and continues to run even in [he presence of an
inlcr[cring pc.riphcra]  response, (2) thal once a peripheral
response has been ini[iatcd,  it runs to compaction in an
open loop fashion wliilc excluding fauit covcragcs of the
olhcr pcriphcrai  i t ems , and (3) that the priority of
pcriphcrai responses is llos/R’I’C1  U, REU, and then S SRS
last.

CIFI’ I)esign
‘1’hc (YF~P (icsign makes usc of a state matrix that contains
the il Idicators  of IIIC c.on(iitions  of every device covcrcd by
CiF1’. l’hc indicators arc:
1 Power
2 Vi{aincss
3 P[irncncss
4 K]’ CIU IIcaitll
5  R’] Unil IIc.allh
6 Ex istcncc

On, off, trip, unknown
Vitai, nonvitai
Prime, backup
Wcil, sick, unknown
Wcil, sick, unknown
Alive, dead

Items 1,3,4, an(i 5 arc {ictcr-mined autonomously on the
spacecraft and ilcms ?, 3, ami 6 arc sel by lhc ground.
Faul[ covcra[;c  is providc(i over all wcii uni[s and in fact
only WCII  units arc pc.rmi[md to provide services,. If a unit
fails, its hcallh is degraded to sick. If a unit is powered off,
i[s hcaith is unknown. If the unit has failed, the ground can
labci it as dc.a(i ami it is removed from existence. Figure 5
illustlalcs lhis health (ictc.rmination  in a statcchart format.
I’hc (iifficuit problc.m  is that once a unit has faiicd, its
scrviccs may stiil be rwdcd for spacecraft functionality so
auto; lomous restoration of unils must be provided. To
accomplish [his, the, concept of vitalness is used to
deter mine which functionality is required to be rcs[orcd
and which can be lcf[ for Lhc ground to handic. i.e. the
aulorlornous CIF1’ rccovcrs  the prime vital unit of a
rcdu[ldant pair foilowing a Fauit.
In the process of rcstorat  ion, succccdingl  y rnorc scvcrc
Icvcls  of response arc handled Lhrorrgh higher lcvcis of
activation. ~’hc last lCVC1  is aiways to reset CDS CDEAS.
Figut c 6 shows the form that CIFP activation takes.
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